1 Piecewise Constant Inputs

1.1 Motivation

Oftentimes, we encounter functions that vary with time but are constant over certain intervals of time. Suppose we have a circuit as in fig. 1.

Figure 1: Capacitor charging through a circuit with a resistor.

In the previous note, we covered instances where $V_S(t)$ is a constant in time. Now, suppose we have $V_S(t)$ as in fig. 2:

Figure 2: Example of $V_S(t)$

Given an input like this, we would want to model the voltage across the capacitor as a function of time, i.e. $V(t)$. These types of inputs are quite common in practice (e.g. voltage sources controlled by switches), but more importantly, they will help us understand how to approach more general types of inputs.
1.2 Differential Equations with Piecewise Constant Inputs

**Definition 1 (Piecewise Constant Inputs)**

Suppose \( u(t) \) is a piecewise constant input. This means that there are a sequence of indices \( i \in \{1, 2, 3, \ldots \} \) and corresponding times \( t_1, t_2, t_3, \ldots \) such that \( 0 \leq t_1 < t_2 < t_3 < \ldots \) and \( u(t) \) is constant for \( t \in [t_i, t_{i+1}) \).\(^a\)

\(^a\)For the purposes of this note, we will primarily focus our attention on right continuous piecewise constant functions, which is described by this definition.

An example of a piecewise constant input is shown in fig. 2. Here, we have \( t_1 = 0, t_2 = 10, t_3 = 20, \) etc. Over each interval \( t \in [t_i, t_{i+1}), V_3(t) \) is constant (either 1 or 0).

**Theorem 2 (Solving Differential Equations with Piecewise Constant Inputs)**

Consider a differential equation as follows:

\[
\frac{d}{dt}x(t) = \lambda x(t) + u(t) \tag{1}
\]

for \( \lambda \neq 0 \). Let \( u(t) \) be a piecewise function with time indices \( t_1, t_2, t_3, \ldots \) such that \( u(t) \) is constant for \( t \in [t_i, t_{i+1}) \). The solution to this differential equation is characterized by the recurrence equation

\[
x(t) = x(t_{i-1})e^{\lambda(t-t_{i-1})} + \frac{\left(e^{\lambda(t-t_{i-1})} - 1\right)u(t_{i-1})}{\lambda} \tag{2}
\]

where \( t_{i-1} \leq t < t_i \). If \( \lambda = 0 \), then the recurrence equation is

\[
x(t) = u(t_{i-1})(t - t_{i-1}) + x(t_{i-1}) \tag{3}
\]

**Proof.** Case 1. Suppose \( \lambda \neq 0 \). Since \( t \in [t_{i-1}, t_i) \), we know \( u(t) = u(t_{i-1}) \) will be constant. Hence, we can consider \( x(t_{i-1}) \) as an “initial condition” and apply the formula for a differential equation with constant input (Note 1), namely

\[
x(t) = \left(k + \frac{u(t_{i-1})}{\lambda}\right)e^{\lambda(t-t_{i-1})} - \frac{u(t_{i-1})}{\lambda} \tag{4}
\]

\[
= ke^{\lambda(t-t_{i-1})} + \frac{\left(e^{\lambda(t-t_{i-1})} - 1\right)u(t_{i-1})}{\lambda} \tag{5}
\]

where \( k = x(t_{i-1}) \) represents our “initial condition”.

Case 2. Suppose \( \lambda = 0 \). Then, the differential equation is

\[
\frac{d}{dt}x(t) = u(t) \tag{6}
\]

Again, since \( t \in [t_{i-1}, t_i) \), we know \( u(t) = u(t_{i-1}) \) will be constant. Hence, we can perform some simple integration to obtain

\[
x(t) = u(t_{i-1})(t - t_{i-1}) + x(t_{i-1}) \tag{7}
\]
Key Idea 3 (Solving Recurrence Equations)

When provided a recurrence equation as in eq. (2), we often do not know the value of $x(t_{i-1})$, i.e. suppose we know the initial condition $x(t_0)$. We can find $x(t_{i-1})$ by applying the recurrence equation again, namely

$$x(t_{i-1}) = x(t_{i-2})e^{\lambda(t_{i-1}-t_{i-2})} + \left(\frac{e^{\lambda(t_{i-1}-t_{i-2})} - 1}{\lambda}\right)u(t_{i-2})$$  (8)

which will give us $x(t_{i-1})$ in terms of $x(t_{i-2})^a$. Apply the recurrence repeatedly until all of the terms on the RHS are known. This recursive procedure is the reason equations like eq. (2) are called “recurrence equations”.

---

$^a$Note that $t_{i-1} \not\in [t_{i-2}, t_{i-1})$, which was a crucial part of the proof of Theorem 2. However, we can assume that $x(t)$ will be continuous at $t_{i-1}$, so the recurrence will still hold.

Don’t be scared by the formalism, and try to understand the concept. If you haven’t fully understood it continue to read and get back later on it.

1.2.1 Example

Consider the circuit in fig. 1 and piecewise voltage input in fig. 2. Suppose we wish to find $V(t)$. Using KCL and properties of capacitors, we can model $V(t)$ with the following differential equation:

$$\frac{d}{dt} V(t) = -\frac{V(t)}{RC} + \frac{V_S(t)}{RC}$$  (9)

Now, we can derive the recurrence equation. Suppose that, for $t \in [t_{i-1}, t_i)$, $V_S(t) = 0$. Thus,

$$V(t) = V(t_{i-1})e^{-\frac{t-t_{i-1}}{RC}}$$  (10)

where $\lambda = -\frac{1}{RC}$ and $u(t_{i-1}) = 0$. If instead, $V_S(t) = 1$, then $V(t)$ will be

$$V(t) = (V(t_{i-1}) - 1)e^{-\frac{t-t_{i-1}}{RC}} + 1$$  (11)

where $\lambda = -\frac{1}{RC}$ and $u(t_{i-1}) = \frac{1}{RC}$.

Suppose we wanted to find $V(15)$, knowing the initial condition $V(0) = 0$. We can apply the recurrence equation as follows:

$$V(15) = V(10)e^{-\frac{5}{RC}}$$  (12)

$$= \left(\frac{(V(0) - 1)e^{-\frac{10}{RC}} + 1}{V(10)}\right)e^{-\frac{5}{RC}}$$  (13)

$$= \left(1 - e^{-\frac{10}{RC}}\right)e^{-\frac{5}{RC}}$$  (14)

Notice that we are just unrolling from where we want to get to the known initial condition. Computing step by step the initial condition of many differential equations.

If we were to plot $V(t)$, then we would see a graph similar to fig. 3. More on this later.
2 Differential Equations with General Time-Varying Inputs

2.1 Motivation

Suppose that now we would like to deal with general functions $u(t)$. In particular, let’s say that we want to find a solution to the differential equation

$$\frac{d}{dt} x(t) = \lambda x(t) + bu(t)$$  \hfill (15)

for $\lambda \in \mathbb{R}$, $b \in \mathbb{R}$, and $u(t) : \mathbb{R} \to \mathbb{R}$. We can further assume that $u(t)$ is integrable and differentiable everywhere. This is called an non-homogeneous, first order, linear differential equation. These types of differential equations allow us to model more general types of voltage inputs to our system, such as sinusoidal voltage inputs provided by an oscilloscope.

2.2 Solution with $\lambda = 0$

We can first consider the case of $\lambda = 0$.

**Theorem 4 (Non-homogeneous Solution with $\lambda = 0$)**

If $\lambda = 0$, then the solution to eq. (15) is

$$x(t) = x(t_0) + b \int_{t_0}^{t} u(\theta) \, d\theta$$  \hfill (16)

where $x(t_0)$ is a given initial condition.

**Proof.** If $\lambda = 0$, then we can rewrite eq. (15) as

$$\frac{d}{dt} x(t) = bu(t)$$  \hfill (17)

From here, we can take integrals on both sides, from $t_0$ to $t$. Furthermore, introduce a dummy variable $\theta$ for integration:

$$\int_{t_0}^{t} \frac{d}{d\theta} x(\theta) \, d\theta = \int_{t_0}^{t} bu(\theta) \, d\theta$$  \hfill (18)
Applying the fundamental theorem of calculus, we obtain

\[ x(t) - x(t_0) = b \int_{t_0}^{t} u(\theta) \, d\theta \quad (19) \]
\[ x(t) = x(t_0) + b \int_{t_0}^{t} u(\theta) \, d\theta \quad (20) \]

### 2.3 Solution with \( \lambda \neq 0 \) (Integrating Factor Method)

In the earlier case, we could solve the differential equation using separation of variables (i.e., isolate all the \( x \) terms to the left-hand side of the equation and integrate both sides). However, if \( \lambda \neq 0 \), this is not immediately possible. To accomplish a similar form, we need to introduce an integrating factor.

**Definition 5** (Integrating Factor)

Consider the following differential equation for \( x(t) \)

\[ \frac{dx(t)}{dt} = \lambda x(t) + bu(t) \quad (21) \]

\[ \iff \quad \frac{dx(t)}{dt} - \lambda x(t) = bu(t) \quad (22) \]

with \( \lambda \neq 0 \). We define an integrating factor \( \mu(t) \) such that

\[ \mu(t) \frac{dx(t)}{dt} - \lambda \mu(t)x(t) = bu(t)\mu(t) \quad (23) \]

\[ \iff \quad \frac{d}{dt}(\mu(t)x(t)) = bu(t)\mu(t) \quad (24) \]

From the definition above, we can see that choosing a valid integrating factor allows us to obtain a differential equation of similar form to the one in the previous case, with \( \lambda = 0 \).

**Theorem 6** (Integrating Factor for First Order, Linear Differential Equations)

The integrating factor for a first order, linear differential equation of the form

\[ \frac{dx(t)}{dt} - \lambda x(t) = bu(t) \quad (25) \]

is

\[ \mu(t) = e^{-\lambda t} \quad (26) \]

**Proof.** The derivation of the integrating factor from first principles is out of scope for this class. However, we can prove that \( \mu(t) = e^{-\lambda t} \) is a valid integrating factor.

\[ \frac{dx(t)}{dt} - \lambda x(t) = bu(t) \quad (27) \]
\[ \mu(t) \frac{dx(t)}{dt} - \lambda \mu(t)x(t) = b\mu(t)u(t) \quad (28) \]
\[ e^{-\lambda t} \frac{dx(t)}{dt} - \lambda e^{-\lambda t}x(t) = be^{-\lambda t}u(t) \quad (29) \]
Now, notice that, by the product rule,
\[
\frac{d}{dt} \left( e^{-\lambda t} x(t) \right) = \frac{dx(t)}{dt} e^{-\lambda t} + \frac{d}{dt} \left( e^{-\lambda t} \right) x(t)
\]
so plugging back into eq. (29), we have
\[
\frac{d}{dt} \left( e^{-\lambda t} x(t) \right) = \frac{dx(t)}{dt} e^{-\lambda t} - \lambda e^{-\lambda t} x(t) 
\]
(31)

so plugging back into eq. (29), we have
\[
\frac{d}{dt} \left( e^{-\lambda t} x(t) \right) = be^{-\lambda t} u(t) 
\]
(32)
\[
\frac{d}{dt} (\mu(t) x(t)) = b \mu(t) u(t) 
\]  
(33)

which precisely satisfies the definition of an integrating factor as explained in Definition 5.

Now, we can proceed to solve the differential equation using the given integrating factor.

\[ \text{Theorem 7 (Non-homogeneous Solution with } \lambda \neq 0 \text{ (Integrating Factor Method))} \]

If \( \lambda \neq 0 \), then the solution to eq. (15) is
\[
x(t) = x(t_0) e^{\lambda(t-t_0)} + be^{\lambda t} \int_{t_0}^{t} e^{-\lambda \theta} u(\theta) \, d\theta \]
(34)

\[ \text{Proof.} \] Rewriting eq. (32), we have
\[
\frac{d}{dt} \left( e^{-\lambda t} x(t) \right) = be^{-\lambda t} u(t) 
\]
(35)

We can define an integration dummy variable \( \theta \) and integrate both sides from \( t_0 \) to \( t \), and apply the fundamental theorem of calculus as follows:
\[
\int_{t_0}^{t} \frac{d}{d\theta} \left( e^{-\lambda \theta} x(\theta) \right) \, d\theta = \int_{t_0}^{t} be^{-\lambda \theta} u(\theta) \, d\theta 
\]
(36)
\[
e^{-\lambda t} x(t) - e^{-\lambda t_0} x(t_0) = \int_{t_0}^{t} be^{-\lambda \theta} u(\theta) \, d\theta 
\]
(37)
\[
e^{-\lambda t} x(t) = e^{-\lambda t_0} x(t_0) + b \int_{t_0}^{t} e^{-\lambda \theta} u(\theta) \, d\theta 
\]
(38)
\[
x(t) = e^{\lambda t} \cdot e^{-\lambda t_0} x(t_0) + e^{\lambda t} \cdot b \int_{t_0}^{t} e^{-\lambda \theta} u(\theta) \, d\theta 
\]
(39)
\[
x(t) = e^{\lambda (t-t_0)} x(t_0) + be^{\lambda t} \int_{t_0}^{t} e^{-\lambda \theta} u(\theta) \, d\theta 
\]
(40)

where we apply the fundamental theorem of calculus to arrive at eq. (37).

\[ \square \]

2.4 Example

Consider the circuit in fig. 1, with \( V_S(t) = e^{-t} \), with the capacitor initially discharged (i.e. \( V(0) = 0 \)). The differential equation that models the voltage across the capacitor is
\[
\frac{d}{dt} V(t) = -\frac{1}{RC} V(t) + \frac{1}{RC} e^{-t} 
\]
(41)

Here, we can perform the pattern matching with \( \lambda = -\frac{1}{RC} \), \( b = \frac{1}{RC} \), and \( u(t) = e^{-t} \). Applying the result of Theorem 7 and plugging into eq. (34), we obtain
\[
V(t) = \frac{1}{RC} e^{\frac{1}{RC}} \int_{t_0}^{t} e^{-\frac{\theta}{RC}} e^{-\theta} \, d\theta 
\]
(42)
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\[ e^{-\frac{t}{RC}} \left( 1 - e^{-\left(1 + \frac{1}{RC}\right)t} \right) \]

\[ \frac{RC}{RC + 1} \]  

(43)

A plot of \( V(t) \) would resemble the graph in fig. 4.

![Graph of V(t)](image)

**Figure 4**: Plot of \( V(t) \). Circuit in fig. 1, with \( V_S(t) = e^{-t} \), with the capacitor initially discharged

### 2.5 Example with Sinusoidal Functions

Consider the following circuit:

where \( v_C(0) = 0 \). Applying KCL, we have

\[ i_R(t) = i_c(t) \]

(44)

\[ \frac{v_R(t)}{R} = C \frac{dv_c(t)}{dt} \]

(45)

and applying KVL, we have

\[ v_s(t) = v_c(t) + v_R(t) \]

(46)

Hence, our differential equation governing the system is

\[ \frac{dv_c(t)}{dt} = -\frac{1}{RC} v_c(t) + \frac{1}{RC} v_s(t) \]

(47)

We can simplify \( v_s(t) \) using Euler’s formula as follows:

\[ v_s(t) = \cos(\omega t) + j \sin(\omega t) = e^{j\omega t} \]

(48)
Furthermore, let us define the R-C time constant $\tau := RC$. This simplifies the differential equation as follows:

$$\frac{dv_c(t)}{dt} = -\frac{1}{\tau} v_c(t) + \frac{1}{\tau} \frac{e^{j\omega t}}{b} u(t)$$  \hspace{1cm} (49)

From the initial condition, we have $t_0 = 0$, and $v_c(t_0) = 0$. Now, let us apply eq. (34):

$$v_c(t) = \frac{e^{-\frac{t}{\tau}}}{\tau} \int_0^t e^{j\omega \theta} e^{\frac{\theta}{\tau}} d\theta$$

$$= \frac{e^{-\frac{t}{\tau}}}{\tau} \left( \frac{e^{j\omega t + \frac{t}{\tau}} - 1}{j\omega + \frac{1}{\tau}} \right)$$

$$= \frac{e^{j\omega t} - e^{-\frac{t}{\tau}}}{j\omega \tau + 1}$$

$$= \frac{e^{j\omega t}}{j\omega \tau + 1} - \frac{e^{-\frac{t}{\tau}}}{j\omega \tau + 1}$$  \hspace{1cm} (50)

Suppose we want to find $|v_c(t)|$ (the magnitude of $v_c(t)$) at steady state, i.e., when $t \to \infty$. We can compute the following:

$$\lim_{t \to \infty} |v_c(t)| = \lim_{t \to \infty} \left| \frac{e^{j\omega t}}{j\omega \tau + 1} - \frac{e^{-\frac{t}{\tau}}}{j\omega \tau + 1} \right|$$

$$= \lim_{t \to \infty} \left| \frac{1}{j\omega \tau + 1} \right| \left| e^{j\omega t} - e^{-\frac{t}{\tau}} \right|$$

Now, we can compute the magnitude inside the limit expression, namely

$$|e^{j\omega t} - e^{-\frac{t}{\tau}}| = \sqrt{(e^{j\omega t} - e^{-\frac{t}{\tau}})(e^{j\omega t} - e^{-\frac{t}{\tau}})}$$

$$= \sqrt{(e^{j\omega t} - e^{-\frac{t}{\tau}})(e^{-j\omega t} - e^{-\frac{1}{\tau}})}$$

$$= \sqrt{1 - e^{-\frac{1}{\tau}} e^{-j\omega t} - e^{-\frac{1}{\tau}} e^{j\omega t} + e^{-\frac{2}{\tau}}}$$

Notice that $e^{j\omega t}$ is some number on the complex unit circle, so $|e^{j\omega t}| = 1$. Furthermore, $e^{-\frac{t}{\tau}} = 0$ as $t \to \infty$. Thus,

$$\lim_{t \to \infty} |e^{j\omega t} - e^{-\frac{t}{\tau}}| = \lim_{t \to \infty} \sqrt{1 - e^{-\frac{1}{\tau}} e^{-j\omega t} - e^{-\frac{1}{\tau}} e^{j\omega t} + e^{-\frac{2}{\tau}}}$$

$$= \sqrt{1} = 1$$

Combining the above steps, we have

$$\lim_{t \to \infty} |v_c(t)| = \left| \frac{1}{j\omega \tau + 1} \right|$$

So, if we have a very high-frequency input, i.e. $\omega \to \infty$, the magnitude of the capacitor’s voltage at steady state is 0. On the other hand, if we have a very low-frequency input, i.e. $\omega \to 0$, the magnitude of the capacitor’s voltage at steady state is 1.
3 IMPORTANT: Time-Varying Piecewise Constant Inputs: Two Illustrative Cases

Having analyzed these basic cases, we want to consider how to deal with inputs that change over time in a more interesting fashion. We have a strategy that we think should work — treat piecewise constant inputs in the same way that we dealt with circuits with switches. Make the state (charge on the capacitor) be instantaneously constant across the configuration change, and solve the differential equation with that initial condition.

**Case 1: \( V(t) \) On for a While, then Off**

Let us start by considering the most basic changing input that we can think of: a voltage turning on to some value \( V_{DD} \) and then turning off.

![Figure 5: On and Off input: On for 10\( \tau \). Here \( \tau = RC \) is the time constant for the circuit.](image)

As always, when analyzing these more complex problems, we try to phrase them in terms of problems that we already know how to solve. We can look at this case as a combination of two piecewise constant cases: A constant zero input held steady until some time \( T \), which switches instantly to a steady constant 1 input until time \( T + D \) (here \( D \) is some constant representing how long we hold at \( V_{DD} \)), falling back to zero again for the rest of time beyond \( T + D \).

If \( D \gg \tau \) then the circuit has the opportunity to settle to steady-state in the "middle interval". We treat the circuit in 2 different time intervals; the first with initial condition at 0 and the second with initial condition at \( V_{DD} \) (in steady-state, this is the value that the circuit would settle to in the first interval, from \( T \) to \( T + D \)).

Before we continue, let us establish some notation. We use \( V_i(t_{int}) \) to denote the voltage on the capacitor during the \( i^{th} \) time interval that we are analyzing. Let \( t \) be absolute time starting at 0, and let \( t_{int} \) be the time from the beginning of the \( i^{th} \) interval until \( t \). This time \( t_{int} \), internal to the interval, is useful conceptually.¹

**First Interval Analysis**: Analyzing the circuit for time \( t \in [0, 10\tau] \) with initial condition \( V(0) = 0 \) and constant input \( V_{DD} \) starting at time \( t = 0 \), we get a standard differential equation (where the initial condition is \( V(0) = 0 \)):

\[
\frac{dV(t)}{dt} = -\frac{V(t)}{RC} + \frac{V_{DD}}{RC}
\]  

(63)

Recall the solution to this type of differential equation is:

\[
V(t) = k e^{-\frac{t}{RC}} + V_{DD}
\]

(64)

¹This notation might be a bit confusing initially, but reading the casework and analysis below will help clarify.
Here, $k$ is some constant that we will solve for using initial conditions. Plugging in the initial condition, we get:

$$V(0) - V_{DD} = k$$

$$k = -V_{DD}$$

$$\implies V_1(t_{int}) = V(t) = V_{DD}\left(1 - e^{-\frac{t}{RC}}\right) \quad t \in [0, 10\tau]$$

The solution to this differential equation is the same as the charging capacitor case! Since the input is held at $V_{DD}$ until time $10\tau$, the circuit has time to settle to essentially steady-state. We can see this by plugging in $t = 10\tau$:

$$V(10\tau) = V_1(10\tau) = V_{DD}\left(1 - e^{-\frac{10\tau}{RC}}\right)$$

$$= V_{DD}\left(1 - e^{-10}\right)$$

$$\approx V_{DD}(1 - 0.00004539)$$

$$\approx V_{DD}$$

Thus, we have shown that by time $t = 10\tau$, the capacitor has approximately reached the steady-state voltage $V_{DD}$. We can now think about what happens for the next chunk of time ($t \in [10\tau, 20\tau]$).

**Second Interval Analysis:** We now have a new initial condition: $V(10\tau) = V_1(10\tau) = V_2(0) \approx V_{DD}$.

Using this initial condition information, the definition $t_{int} = t - 10\tau$, and the steps above, we can solve for $V_2(t_{int})$:

$$\frac{dV(t)}{dt} = -\frac{V(t)}{RC} + 0$$

Recall the solution to this type of differential equation is $V(t) = ke^{-\frac{t}{RC}}$. Plugging in the initial condition, we get $V_2(t_{int}) = V_{DD}\left(e^{-\frac{t_{int}}{RC}}\right)$. And so $V(t) = V_{DD}\left(e^{-\frac{t - 10\tau}{RC}}\right)$ for $t \in [10\tau, 20\tau]$. Here, we also see that $10\tau$ after the input switch, the voltage $V(t)$ again reaches steady-state:

$$V(20\tau) = V_2(10\tau) = V_{DD}\left(e^{-\frac{20\tau - 10\tau}{RC}}\right)$$

$$= V_{DD}\left(e^{-10}\right)$$

$$\approx V_{DD}(0.00004539)$$

$$\approx 0.$$
We can summarize the results we have just derived in fig. 6. This is one kind of behavior — when the transients are isolated from each other (because the time period is long and allows the circuit’s response to the previous piecewise input to reach steady-state). However there is also the case when the duration $D < \tau$ (or $D$ is not too much greater than $\tau$). In such a case our circuit does not have the opportunity to settle into steady-state before the input changes. In such a case, we would need to calculate the exact voltage at the time our input changes to a 0 so that we could use an accurate initial condition for the second interval.

**Case 2: $V(t)$ On for not so long, then Off**

Consider the case illustrated in fig. 7 where the input is only $V_{DD}$ for a duration of one $\tau = RC$ time constant.

![Figure 7: On and Off input: On for 1\(\tau\)](image)

Since the conditions for time $t \in [0, 1\tau]$ are the same as the case before we end up with the same equation for $V_1(t)$:

$$V_1(t_{int}) = V(t) = V_{DD} \left(1 - e^{-\frac{t}{\tau}}\right) \quad t \in [0, 1\tau]$$  \hspace{1cm} (77)

However, since the input $V_{DD}$ is now only held for $1\tau$, the circuit does not get a chance to reach steady-state before transitioning to the next stage when the input shifts from $V_{DD}$ to 0.

$$V(1\tau) = V_{DD} \left(1 - e^{-1}\right)$$  \hspace{1cm} (78)

$$\approx V_{DD}(1 - 0.36787)$$  \hspace{1cm} (79)

$$\neq V_{DD}.$$  \hspace{1cm} (80)

So, we can no longer use $V_{DD}$ as our initial condition. Instead, we have to now explicitly calculate our initial condition by solving for for $V_1(t_{int})$ in the first time interval. As defined above, let the function for the voltage in the second interval be $V_2(t)$ such that $V_2(t_{int}) = V(t)$ for $t \in [1\tau, 10\tau]$, where $t_{int} = t - 1\tau$.

Having solved for $V_1(1\tau)$ we now have a new initial condition: $V(1\tau) = V_2(0) = V_{DD}(0.63212)$.

Solving the differential equation for the second interval and plugging in our initial condition, we get:

$$V_2(t_{int}) = V_{DD} \cdot 0.63212 \left(e^{-\frac{t_{int}}{\tau}}\right)$$  \hspace{1cm} (81)

in terms of time internal to that interval. In terms of absolute time:

$$V(t) = V_{DD} \cdot 0.63212 \left(e^{-\frac{t-1\tau}{\tau}}\right) \quad t \in [1\tau, 10\tau]$$

This is illustrated in fig. 8.
3.1 More Examples and Cases

At this point, we can use what we know to analyze and understand many different examples.

3.2 Case 1: Input is at 0 and then $V_{DD}$ Long Enough to Reach Steady State

The first case to consider is when our repeated time varying input is held at $V_{DD}$ and then held at 0 long enough to reach steady state in both directions. This is illustrated in fig. 9. The output voltage is illustrated in fig. 10.
3.3 Case 2: Input is at 0 Long Enough to Settle, and Does Not Settle at $V_{DD}$

The second case to consider is when our repeated time varying input is at 0 long enough to reach steady state but not at $V_{DD}$ long enough to do so (or vice versa). This input is illustrated in fig. 11. The corresponding output voltage is illustrated in fig. 12.
3.4 Case 3: The Input is Not Held Long Enough at 0 or $V_{DD}$ Long Enough to Settle.

The third case to consider is when our repeated time varying input is not at 0 or $V_{DD}$ long enough to reach steady state for either extreme. This is illustrated in fig. 13. The output voltage is illustrated in fig. 14.

For this kind of case, we had no choice but to go interval by interval:

1. Solve the differential equation to get a function for voltage changing with time.
2. Solve for the initial condition using the previous interval’s solution.
3. Plug in the initial condition to the solution of the differential equation for the current interval.

Notice that in this case, the magnitude of the voltage on the capacitor seems to have a very slight upward trajectory (the top end of the rising edge seems to go higher and higher each time).

Can we figure out what this sawtooth shape will eventually start looking like? It will stay a sawtooth, and we know that each tooth will be $3\tau$ long. But where will the top and bottom of the teeth be? This is an interesting exercise to think about.
4 Building To General Inputs (Functions of Time), Not Necessarily Piecewise Constant

Make sure you get the intuition of what is described next, you are not expected to derive the proof with this level of detail.

4.1 Guessing/Deriving a Solution for General Input Functions

Now that we know how to deal with repeated transients, we want to move towards analyzing any function of \( t \). That is, we would like to be able to deal with a differential equation of the form:

\[
\frac{dV(t)}{dt} = \lambda V(t) - \lambda u(t)
\]  

(82)

where \( u(t) \) is any function of time. However, up until now, we have only dealt with piecewise constant inputs and repeated cases of these piecewise constants.

To analyze more complicated functions, we can start by approximating them as being piecewise constant over fixed interval widths \( \Delta \) — which we know how to solve from what we have seen so far. That is, we can analyze these just like repeated transients by finding new initial conditions and using those at every transition point.

\[
\text{Figure 15: Our style of approximating a general function by something that is piecewise constant. This is akin to a Riemann sum.}
\]

Given some initial condition, let our approximated problem take the form of a differential equation with a piecewise constant input. Namely, for the \( i \)-th interval for \( t \in (i\Delta, (i+1)\Delta) \):

\[
\frac{dV(t)}{dt} = \lambda V(t) - \lambda u(i\Delta)
\]  

(83)

where \( u(i\Delta) \) is a constant value (the value of the input function \( u(t) \) at time \( t = i\Delta \)).

This parallels \( \frac{dV(t)}{dt} = -\frac{V(t)}{RC} + \frac{V_{DD}}{RC} \) where \( \lambda = -\frac{1}{RC} \), and where our input function is just the constant \( V_{DD} \) or 0 as we saw in the previous section.

Using what we know, we can solve the differential equation for this interval to get:

\[
V(t_{\text{int}}) = ke^{\lambda t_{\text{int}}} + u(i\Delta).
\]  

(84)
where \( t_{\text{int}} = t - i\Delta \) is the time internal to this interval, and the initial condition for this interval \( v_i = k + u(i\Delta) \). Consequently:

\[
V(t_{\text{int}}) = (v_i - u(i\Delta))e^{\lambda t_{\text{int}}} + u(i\Delta). \tag{85}
\]

We can use the above formulation to solve for the transients over distinct intervals of width \( \Delta \). We can use this transient behavior to solve for the value of \( V(t) \) at the end of the \( \Delta \) long interval to get the initial condition for the next interval, and continue the process for the rest of the input function. Using this process, we can start to approximate the solutions to differential equations of the form:

\[
\frac{dV(t)}{dt} = \lambda V(t) - \lambda u(t) \tag{86}
\]

where \( u(t) \) is some arbitrary input function. To proceed with this method, let us define some terms.

Let \( V_i(t) \) be the solution of the differential equation for the \( i \)-th time interval. Let \( t \) be the absolute time starting time at 0 and let \( t_{\text{int}} = t - i\Delta \) be the relative time that starts at 0 at the beginning of each interval (the \( i \) defining the \( i \)-th interval is implicit whenever we are using \( t_{\text{int}} \)). Let \( v_i \) be the initial condition for the \( i \)-th time interval and \( u(i\Delta) \) (which is just a sample of our input function \( u(t) \) at time \( t = i\Delta \)) be the constant input for the \( i \)-th time interval.

Consequently, \( v_i = V_{i-1}(t_{\text{int}} = \Delta) \), and:

\[
V(t) = \begin{cases} 
V_0(t_{\text{int}} = t) & t \in [0, \Delta] \\
V_1(t_{\text{int}} = t - \Delta) & t \in [\Delta, 2\Delta] \\
V_2(t_{\text{int}} = t - 2\Delta) & t \in [2\Delta, 3\Delta] 
\end{cases} \tag{87}
\]

By the equations above, we have:

\[
V_0(t_{\text{int}}) = (v_0 - u(0))e^{\lambda t_{\text{int}}} + u(0) \\
V_1(t_{\text{int}}) = (v_1 - u(\Delta))e^{\lambda t_{\text{int}}} + u(\Delta) \\
V_2(t_{\text{int}}) = (v_2 - u(2\Delta))e^{\lambda t_{\text{int}}} + u(2\Delta)
\]

Since each interval is \( \Delta \) long, the initial condition for \( v_{i+1} = V_i(t_{\text{int}} = \Delta) \). As we try to evaluate \( V(t) \) at a certain point, we have to repeat the process of finding the transient behavior, then using it to find the initial condition, and finally plugging in that initial condition to find the next transient behavior, over and over until we reach the time interval of interest. We can grind this out in a relatively mindless fashion:\(^2\)

\[
v_1 = (v_0 - u(0))e^{\lambda \Delta} + u(0) \\
V_1(t_{\text{int}}) = \left( (v_0 - u(0))e^{\lambda \Delta} + u(0) \right) e^{\lambda t_{\text{int}}} + u(\Delta) \\
v_2 = V_1(\Delta) = \left( (v_0 - u(0))e^{\lambda \Delta} + u(0) \right) e^{\lambda \Delta} + u(\Delta) \\
V_2(t_{\text{int}}) = \left( \left( (v_0 - u(0))e^{\lambda \Delta} + u(0) \right) e^{\lambda \Delta} + u(\Delta) - u(2\Delta) \right) e^{\lambda t_{\text{int}}} + u(2\Delta)
\]

We could keep going until \( V_3(t_{\text{int}}), V_4(t_{\text{int}}), \) etc. but if we stop here having established a pattern, we arrive at an expression which we can simplify as follows:

\[
V_2(t_{\text{int}}) = v_0 e^{\lambda(2\Delta+t_{\text{int}})} + u(0) \left( e^{\lambda(\Delta+t_{\text{int}})} - e^{\lambda(2\Delta+t_{\text{int}})} \right) + u(1\Delta) \left( e^{\lambda t_{\text{int}}} - e^{\lambda(\Delta+t_{\text{int}})} \right) + u(2\Delta) \left( 1 - e^{\lambda t_{\text{int}}} \right)
\]

\(^2\)Note the way the inputs end up "coupling together" recursively, such that at some later time, the inputs applied until that time all contribute to the voltage in a predictable way.
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But as we can see, chaining through the transient effects of all these constant inputs to get to some time \( t \) can be quite annoying. Fortunately, there’s a pattern to this that we can spot the pattern in the equations. Substituting \( t_{\text{int}} = t - 2\Delta \) into the equation for the 2nd interval we get:

\[
V(t) = v_0e^{\lambda t} + u(0) \left( e^{\lambda(t-\Delta)} - e^{\lambda t} \right) + u(1\Delta) \left( e^{\lambda(t-2\Delta)} - e^{\lambda(t-\Delta)} \right) + u(2\Delta) \left( 1 - e^{\lambda(t-2\Delta)} \right)
\]

If we focus on the end of this interval \( t = 3\Delta \), we can represent \( 1 = e^{\lambda(t-3\Delta)} \). With this substitution we can rewrite the above sum as:

\[
V(t = 3\Delta) = v_0e^{\lambda t} + u(0) \left( e^{\lambda(t-\Delta)} - e^{\lambda t} \right) + u(1\Delta) \left( e^{\lambda(t-2\Delta)} - e^{\lambda(t-\Delta)} \right) + u(2\Delta) \left( e^{\lambda(t-3\Delta)} - e^{\lambda(t-2\Delta)} \right)
\]

and capture the regularity using summation notation:

\[
V(t = 3\Delta) = v_0e^{\lambda t} + \sum_{i=0}^{2} u(i\Delta) \left( e^{\lambda(t-(i+1)\Delta)} - e^{\lambda(t-i\Delta)} \right)
\] (88)

Looking at the pattern for this sum of 3, we can extrapolate/guess this to be a sum of any \( t = n\Delta \).

\[
V(t = n\Delta) = v_0e^{\lambda t} + \sum_{i=0}^{n-1} u(i\Delta) \left( e^{\lambda(t-(i+1)\Delta)} - e^{\lambda(t-i\Delta)} \right)
\]

\[
= v_0e^{\lambda t} + \sum_{i=0}^{n-1} u(i\Delta)e^{\lambda(t-i\Delta)} \left( e^{-\lambda\Delta} - 1 \right).
\]

When solving for \( V(t = n\Delta) \) this way, we get an estimate of the voltage on the capacitor when the true input is not piecewise constant to begin with. But we can make this estimate better by making our \( \Delta \) decrease and get infinitesimally small. Then, for any fixed actual time \( t \), the corresponding \( n \) would go to \( \infty \) as \( \Delta \to 0 \). Precisely, we can choose \( \Delta = \frac{t}{n} \) and then take a limit:

\[
\lim_{n \to \infty} V(t) = v_0e^{\lambda t} + \lim_{n \to \infty} \sum_{i=0}^{n-1} u(i\Delta)e^{\lambda(t-i\Delta)} \left( e^{-\lambda\Delta} - 1 \right)
\] (89)

This sum looks almost like a Reimann sum, except that it has \( (e^{-\lambda\Delta} - 1) \) instead of something proportional to the small \( \Delta = \frac{t}{n} \). To simplify this, let us recall the Taylor series approximation for \( e^x \).

\[
e^x = 1 + x + \frac{x^2}{2!} + \frac{x^3}{3!} + \cdots
\] (90)

Noticing that \( \lambda\Delta \) is small, keeping the first two terms of the exponential’s Taylor expansion, and plugging this into the above equation we get:

\[
\lim_{n \to \infty} V(t) \approx v_0e^{\lambda t} + \lim_{n \to \infty} \sum_{i=0}^{n} u(i\Delta)e^{\lambda(t-i\Delta)}(1 - \lambda\Delta - 1)
\]

\[
= v_0e^{\lambda t} + \lim_{n \to \infty} \sum_{i=0}^{n} u(i\Delta)e^{\lambda(t-i\Delta)}(-\lambda\Delta)
\]

\[
= v_0e^{\lambda t} + \lim_{\Delta \to 0} \left( -\lambda \right) \sum_{i=0}^{\frac{t}{\Delta}} u(i\Delta)e^{\lambda(t-i\Delta)}\Delta
\]

The summation term here reminds us of a Riemann sum from calculus, and we convert it into an integral:

\[
\lim_{\Delta \to 0} \sum_{i=0}^{\frac{t}{\Delta}} u(i\Delta)e^{\lambda(t-i\Delta)}\Delta = \int_{0}^{t} u(\theta)e^{\lambda(t-\theta)} \, d\theta
\] (91)
This gives us the limiting solution:

\[ V(t) = v_0 e^{\lambda t} - \lambda \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta \]  \hspace{1cm} (92)

We made some approximations along the way, but intuitively, all of those approximations get more and more accurate as \( \Delta \to 0 \). So now have a generalized way for solving differential equations with any input that is a function of \( t \)! Note that in all our calculations, we did not make any assumptions about \( \lambda \), or even the input being real. Thus our derivation is equally applicable to complex \( \lambda \) and complex inputs.

Also notice that we started off trying to solve the differential equation:

\[ \frac{dV(t)}{dt} = \lambda V(t) - \lambda u(i\Delta) \]  \hspace{1cm} (93)

This was simply to match the differential equation when solving for the voltage on the capacitor. We can use the same methods as above to derive a solution to the differential equation:

\[ \frac{dx}{dt} = \lambda x(t) + u(t) \]  \hspace{1cm} (94)

and get

\[ x(t) = x_0 e^{\lambda t} + \int_0^t e^{\lambda(t-\theta)} u(\theta) \, d\theta \]  \hspace{1cm} (95)

\[ = x_0 e^{\lambda t} + e^{\lambda t} \int_0^t e^{-\lambda \theta} u(\theta) \, d\theta \]  \hspace{1cm} (96)

If our initial condition (starting time) is actually at some \( t = t_0 \neq 0 \), we can adjust the above formula to write that (for \( t > t_0 \)):

\[ x(t) = x_0 e^{\lambda(t-t_0)} + \int_0^t e^{\lambda(t-\theta)} u(\theta) \, d\theta \]  \hspace{1cm} (97)

This equation will be most useful when the input to the system is not typical (typical inputs include constant inputs and, later in the course, sinusoidal inputs). If the input is typical, it is usually more efficient to use your knowledge of homogeneous and particular solutions to determine the solution; analyzing the time constant and steady state of a circuit are much more efficient than deriving the differential equation and using the integral solution so consider the best way to approach the problem before you try to solve it.

### 4.2 Checking Our Solution

During the previous section’s derivation, we might have seemed a little aggressive with approximations and limits. This is understandable. However, you have likely seen limits like the above in calculus, as well as approximations like the above in calculus. But the new concept is to see them both together; we need to check if our solution makes any sense and then understand if it is indeed correct.

#### 4.2.1 Plug in a Known Function

In order to check our solution to the differential equation, the first thing to do is to plug in an input whose solution we already know and trust. Let us plug in a constant input that is 1 for time \( t \geq 0 \). Using our solution for \( V(t) \) we get:

\[ V(t) = v_0 e^{\lambda t} + (-\lambda) \int_0^t 1 e^{\lambda(t-\theta)} \, d\theta \]  \hspace{1cm} (98)
where for our capacitor circuit, $\lambda = -\frac{1}{RC}$ and the initial condition $v_0 = 0$.

$$V(t) = v_0 e^{\lambda t} + \left( -\lambda \right) \int_0^t e^{\lambda(t-\theta)} \, d\theta$$

$$= v_0 e^{-\frac{t}{RC}} + \left( \frac{1}{RC} \right) \int_0^t e^{-\frac{1}{RC}(t-\theta)} \, d\theta$$

$$= \left( \frac{1}{RC} \right) \int_0^t e^{-\frac{1}{RC}(t-\theta)} \, d\theta$$

$$= \left( \frac{1}{RC} \right) (RC) \left[ e^{-\frac{1}{RC}(t-\theta)} \right]_0^t$$

$$= \left[ e^{-\frac{1}{RC}(t-t)} - e^{-\frac{1}{RC}(t-0)} \right]$$

$$= 1 - e^{-\frac{t}{RC}}$$

This is exactly the equation for a charging capacitor: $V(t) = V_{DD} \left( 1 - e^{-\frac{t}{RC}} \right)$ where $V_{DD} = 1$, and this is exactly what we expect with this constant input! So this makes sense. The solution also makes sense for a zero input.

### 4.2.2 Plug into the Original Differential Equation

We can further verify this by plugging the guessed solution $V(t) = v_0 e^{\lambda t} - \lambda \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta$ into the original differential equation:

$$\frac{dV(t)}{dt} = \lambda V(t) - \lambda u(t)$$

(99)

Doing so:

$$\frac{dV(t)}{dt} = \frac{d}{dt} \left[ v_0 e^{\lambda t} + \left( -\lambda \right) \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta \right]$$

(100)

We can then use the fundamental theorem of calculus to compute the derivative$^3$:

$$\frac{dV(t)}{dt} = \lambda v_0 e^{\lambda t} + \left( -\lambda \right) \left[ e^{\lambda(t-t)} u(t) + \int_0^t u(\theta) \lambda e^{\lambda(t-\theta)} \, d\theta \right]$$

$$= \lambda v_0 e^{\lambda t} + \left( -\lambda \right) \left[ u(t) + \lambda \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta \right]$$

$$= \lambda \left[ v_0 e^{\lambda t} - \lambda \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta \right] - \lambda u(t).$$

Notice that the expression within the square brackets is just $V(t) = v_0 e^{\lambda t} - \lambda \int_0^t u(\theta) e^{\lambda(t-\theta)} \, d\theta$ and so replacing this, we get $\frac{dV(t)}{dt} = \lambda V(t) - \lambda u(t)$. This means our guessed solution satisfies the original differential equation!

For the initial condition, $V(0) = v_0 e^{\lambda 0} - \lambda \int_0^0 u(\theta) e^{\lambda(t-\theta)} \, d\theta = v_0 e^0 + 0 = v_0$, so that matches up as well.

Now that we have showed a solution to the differential equation, it is important to consider uniqueness. You will do this in your homework! The key trick is to consider the difference $z(t) = x(t) - y(t)$ of two

$^3$Recall that the fundamental theorem can be used to apply the derivative to the integral in a chain rule like fashion. We first take the derivative of the upper limit of the integral times the upper limit plugged into the inside of the integral. To this, we add the integral of the derivative of the inside of the integral. The latter term can be viewed as corresponding to bringing the derivative inside a summation. The first term corresponds to understanding that the number of terms essentially depends on $t$, and so the "last term" in the sum has to do with the derivative with respect to the upper limit of the integral. If you don’t remember this, look up the Fundamental Theorem of Calculus in Leibniz form.
candidate solutions \( x(t) \) and \( y(t) \). If you take the derivative \( \frac{d}{dt}z(t) \), you will see that this must solve the differential equation \( \frac{d}{dt}z(t) = \lambda z(t) \) with no input, together with the initial condition \( z(0) = x(0) - y(0) = 0 \). Since this differential equation has a unique solution \( 0e^{\lambda t} = 0 \) for all \( t \geq 0 \), it must be the case that \( z(t) = 0 \) and hence \( x(t) = y(t) \). So solutions must be unique. Because we have found one, we have found the only one!

### 4.3 Trying This Out

Using the above formula, let us try it out for some interesting inputs. Assuming we have the same differential equation: \( \frac{dV(t)}{dt} = \lambda V(t) - \lambda u(t) \), let us find an expression for \( V(t) \) when the input \( u(t) = tk e^{\lambda t} \) for \( t \geq 0 \) and some \( k > -1 \) with the initial condition \( v_0 = 0 \).

Plugging into the solution above, we get:

\[
V(t) = (-\lambda) \int_0^t \theta^k e^{\lambda \theta} e^{\lambda (t-\theta)} d\theta
\]
\[
= (-\lambda) \int_0^t \theta^k e^{\lambda t} d\theta
\]
\[
= (-\lambda) e^{\lambda t} \int_0^t \theta^k d\theta
\]
\[
= (-\lambda) e^{\lambda t} \frac{1}{k+1}.
\]

This turns out to be important later, but for now, it is just an interesting example.

### 5 Check your basic understanding

Read through this simple questions to check your basic understanding of the notes.

- Describe the integrating factor method.
- What is the role of superposition when solving with a piecewise constant input?
- How does varying the time constant affect the circuit’s response to a train of pulses?
- Suppose we swap the resistor and the capacitor in the standard RC circuit (so we measure the voltage across the resistor rather than the capacitor). What do you expect to see given a train of pulses? (Hint: The voltages across the capacitor and resistor sum to the input voltage by KVL so use you knowledge of the capacitor’s voltage response to a train of pulses to help with this.)