1. Pseudoinverses

In this discussion, we will talk about the Moore-Penrose Pseudoinverse, which is a generalization of the idea of matrix inverses that apply to all matrices (regardless of dimension and rank) and allows us to solve a variety of problems we have explored in the past such as least squares and minimum norm problems.

Definition (Compact Moore-Penrose Pseudoinverse):

If the compact SVD of a matrix $A$ is

$$A = U_r \Sigma_r V_r^\top$$

then the compact Moore-Penrose Pseudoinverse of $A$ is

$$A^\dagger = V_r \Sigma_r^{-1} U_r^\top$$

Remember from our knowledge of the compact SVD that $U_r$ and $V_r$ are either square or tall matrices with $r = \text{rank}(A)$ orthonormal columns, and that $\Sigma_r$ is a square and diagonal matrix with nonzero diagonal entries (and thus has a well-defined inverse $\Sigma_r^{-1}$ which is also a square diagonal matrix, simply with the diagonal entries being the reciprocal of those in $\Sigma_r$).

(a) i. Find expressions for $A^\dagger A$ and $AA^\dagger$ using the SVD definitions for both matrices above and simplify as much as possible without any assumptions about $r = \text{rank}(A)$.

ii. The matrices from the previous part allow us to project a vector onto some specific space.

Which space does each matrix ($A^\dagger A$ and $AA^\dagger$) project a vector onto?

Solution:

i. As the problem indicates, let’s use the SVD forms of the matrices provided.

Since $U_r$ and $V_r$ have orthonormal columns, $U_r^\top U_r = I$ and $V_r^\top V_r = I$, though since we do not know if $U_r$ and $V_r$ are square, we cannot say the same about $U_r U_r^\top$ and $V_r V_r^\top$.

$$A^\dagger A = (V_r \Sigma_r^{-1} U_r^\top)(U_r \Sigma_r V_r^\top)$$

$$= V_r \Sigma_r^{-1} \Sigma_r V_r^\top$$

$$= V_r V_r^\top$$

Similarly,

$$AA^\dagger = (U_r \Sigma_r V_r^\top)(V_r \Sigma_r^{-1} U_r^\top)$$

$$= U_r \Sigma_r \Sigma_r^{-1} U_r^\top$$

$$= U_r U_r^\top$$

ii. When we discussed least squares (which can be used for projection onto a matrix’s column space) with matrices with orthonormal columns, we saw the following (assume $Q$ is a matrix with orthonormal columns):

$$Q(Q^\top Q)^{-1} Q^\top = QQ^\top$$
which means that the matrix \( QQ^\top \) can be used to project a vector onto \( \text{Col}(Q) \).

Thus, the matrix \( A^\dagger A = V_rV_r^\top \) can be used to project onto \( \text{Col}(V_r) = \text{Row}(A) \) and the matrix \( AA^\dagger = U_rU_r^\top \) can be used to project onto \( \text{Col}(U_r) = \text{Col}(A) \).

(b) Let’s examine the case where \( A \) is a square matrix \( A \in \mathbb{R}^{n \times n} \) with full column rank \( (r = \text{rank}(A) = n) \) and thus full row rank as well. This means that \( A \) is invertible \( (A^{-1} \) exists). What are the dimensions of \( U_r \) and \( V_r \) in this case? How can we simplify \( A^\dagger A \) and \( AA^\dagger \) in this case? What is the relationship between \( A^{-1} \) and \( A^\dagger \) in this case?

**Solution:** Since \( r = \text{rank}(A) = n \) and \( A \in \mathbb{R}^{n \times n} \), this means both \( U_r, V_r \in \mathbb{R}^{n \times n} \).

This means \( U_r \) and \( V_r \) are square matrices with orthonormal columns, or orthonormal matrices, and thus we can now say that \( U_rU_r^\top = I \) and \( V_rV_r^\top = I \) in this case.

Thus, \( A^\dagger A = AA^\dagger = I \), and thus because \( A \) is a square matrix, \( A^\dagger = A^{-1} \).

In the next parts, we will explore how the pseudoinverse relates to least squares and minimum norm problems and their solutions.

(c) In a least squares problem, the standard setup is that we have an overdetermined system that can be represented by the following matrix equation:

\[
A\bar{x} = \bar{b}
\]

where \( A \in \mathbb{R}^{m \times n} \) is usually a tall matrix \( (m > n) \).

If \( A \) is full column rank (which is required for \( A^\top A \) to be invertible), the least squares solution (minimizes error) is

\[
\bar{x}^\dagger = (A^\top A)^{-1}A^\top \bar{b}
\]

Using the SVD of \( A \), simplify the matrix \((A^\top A)^{-1}A^\top \) to be in terms of \( U_r, \Sigma_r, \) and \( V_r \), and relate this to \( A^\dagger \), the pseudoinverse of the matrix \( A \). *(HINT: \( r = \text{rank}(A) = n \) since \( A \) is full column rank so \( V_r \) is a square, orthonormal matrix \((V_r^{-1} = V_r^\top) \) in this case.)*

**Solution:** Using the compact SVD \( A = U_r\Sigma_rV_r^\top \) (remember that \( \Sigma_r \) is diagonal and thus symmetric so \( \Sigma_r^\top = \Sigma_r \)) and the fact that \( V_r^{-1} = V_r^\top \) as established in the hint:

\[
(A^\top A)^{-1}A^\top = ((V_r\Sigma_rU_r^\top)(U_r\Sigma_rV_r^\top))^{-1}(V_r\Sigma_rU_r^\top)
\]

\[
= (V_r\Sigma_r^2V_r^\top)^{-1}V_r\Sigma_rU_r^\top
\]

\[
= V_r\Sigma_r^{-2}V_r^\top V_r\Sigma_rU_r^\top
\]

\[
= V_r\Sigma_r^{-1}U_r^\top
\]

\[
= A^\dagger
\]

Thus, the pseudoinverse \( A^\dagger = (A^\top A)^{-1}A^\top \) is the standard least squares matrix when \( A \) is full column rank.

(d) In the minimum norm problem, the standard setup is that we have an underdetermined system that can be represented by the same matrix equation:

\[
A\bar{x} = \bar{b}
\]

this time where \( A \in \mathbb{R}^{m \times n} \) is usually a wide matrix \( (m < n) \).
In this case, if $A$ is full row rank (which is required for $AA^\top$ to be invertible), the minimum norm solution (solution out of the infinite set of solutions that minimizes the norm of the input $\vec{x}$) is

$$\vec{x}^* = A^\top (AA^\top)^{-1} \vec{b}$$

(18)

Using the SVD of $A$, simplify the matrix $A^\top (AA^\top)^{-1}$ to be in terms of $U_r$, $\Sigma_r$, and $V_r$, and relate this to $A^\dagger$, the pseudoinverse of the matrix $A$. (HINT: $r = \text{rank}(A) = m$ since $A$ is full row rank so $U_r$ is a square, orthonormal matrix ($U_r^{-1} = U_r^\top$) in this case.)

**Solution:** Using the compact SVD $A = U_r \Sigma_r V_r^\top$ and the fact that $U_r^{-1} = U_r^\top$ ($\Sigma_r$ has the same properties as before):

$$A^\top (AA^\top)^{-1} = (V_r \Sigma_r U_r^\top) ((U_r \Sigma_r V_r^\top) (V_r \Sigma_r U_r^\top))^{-1}$$

(19)

$$= V_r \Sigma_r U_r^\top (U_r \Sigma_r U_r^\top)^{-1}$$

(20)

$$= V_r \Sigma_r U_r^\top U_r \Sigma_r^{-2} U_r^\top$$

(21)

$$= V_r \Sigma_r^{-1} U_r^\top$$

(22)

$$= A^\dagger$$

(23)

Thus, the pseudoinverse $A^\dagger = A^\top (AA^\top)^{-1}$ is the standard minimum norm matrix when $A$ is full row rank.

Since the pseudoinverse is actually defined for every matrix (not just those with full column rank or row rank), we can calculate minimum norm solutions for all matrices (in the cases where they are relevant). In general, if we have a system $A\vec{x} = \vec{b}$ as in the previous part, for any matrix $A$, the minimum norm solution is $\vec{x}^* = A^\dagger \vec{b}$. Let’s explore this with a numerical example.

(e) Suppose we have the following system:

$$A\vec{x} = \vec{b}$$

(24)

$$\begin{bmatrix} 1 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} \begin{bmatrix} x_1 \\ x_2 \end{bmatrix} = \begin{bmatrix} 10 \\ 0 \\ 0 \end{bmatrix}$$

(25)

In this case, we have an infinite number of possibilities for the vector $\vec{x}$ and we want to find the minimum norm solution for $\vec{x}$. $A$ is not full row rank (and is also not full column rank) so the minimum norm solution formula from the previous part will not work. We can still use the pseudoinverse to solve this problem, which exists for all matrices.

i. Calculate the compact SVD $A = U_r \Sigma_r V_r^\top$. (HINT: $r = \text{rank}(A) = 1$ so you can find this by inspection by thinking about the outer product form.)

ii. Use the SVD to calculate $A^\dagger$, the pseudoinverse of $A$.

iii. Find the minimum norm solution $\vec{x}^*$ for the provided system. Does the answer make sense (think about the symmetry of the problem)?

**Solution:**

i. By inspection, we can see that

$$A = \begin{bmatrix} 1 & 1 \\ 0 & 0 \\ 0 & 0 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \begin{bmatrix} 1 & 1 \end{bmatrix} = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} (\sqrt{2}) \begin{bmatrix} \frac{1}{\sqrt{2}} & \frac{1}{\sqrt{2}} \end{bmatrix}$$

(26)
where the second step is normalize the vectors.

Thus, \( U_r = \begin{bmatrix} 1 \\ 0 \\ 0 \end{bmatrix} \), \( V_r = \begin{bmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{bmatrix} \), and \( \Sigma_r = \sqrt{2} \).

ii. Using the formula \( A^+ = V_r \Sigma_r^{-1} U_r^\top \):

\[
A^+ = \begin{bmatrix} \frac{1}{\sqrt{2}} \\ \frac{1}{\sqrt{2}} \end{bmatrix} \left( \frac{1}{\sqrt{2}} \right) \begin{bmatrix} 1 & 0 & 0 \end{bmatrix} = \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ \frac{1}{2} & 0 & 0 \end{bmatrix}
\]

(27)

iii. Calculating the minimum norm solution:

\[
\tilde{x}^* = A^+ \tilde{b} = \begin{bmatrix} \frac{1}{2} & 0 & 0 \\ \frac{1}{2} & 0 & 0 \end{bmatrix} \begin{bmatrix} 10 \\ 0 \\ 0 \end{bmatrix} = \begin{bmatrix} 5 \\ 5 \end{bmatrix}
\]

(28)

Thus, the minimum norm solution would use \( x_1 = 5 \) and \( x_2 = 5 \).

This makes sense because the norm of \( \tilde{x} \) is \( ||\tilde{x}||^2 = x_1^2 + x_2^2 \) so \( x_1 \) and \( x_2 \) contribute equally to the norm of \( \tilde{x} \). Thus, it makes sense that each of these components should be equal in the minimum norm solution, and you can verify that this is the minimum norm of \( \tilde{x} \) that can be achieved for the provided system.

Contributors:
- Nikhil Jain.
- Chancharik Mitra.